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Acoustics,  Stability, and Compensation in Boiling 
Water Reactor Pressure Control  Systems 

Abstract-An analysis is provided of the effeds of steam  pipe  acoustics 
on the control of steam pressore in boiling water  reactors. A madel is 
developed  for the process which encompasses the reactor  vessel, the main 
steam piping, the bypass  system  piping,  the turbiie throttle  valve  and 
bypass valve,  and associated control equipment.  It is shown that instability 
of the closed loop can OCCUT unless the acoustics are soitably  accounted 
for.  Moreover, it is shown that  although classical compensation schemes 
may  lead to adequate  controller designs in some situations, such  regulators 
are limited in their  ability to provide  fast  pressure  recovery  and can thus 
contribute to undesirable oscillations between reactor  pressure  and  water 
level conlrol loops. §tate  variable  methods are shown to lead to funda- 
mentally  different control structures which  eliminate this difficulty but 
other  considerations  are  noted which can limit their application. These are, 
however,  minor  when  compared to the  benefits  attainable. 

INTRODUCTION 

T HE  CONTROL of steam pressure in  boiling water 
reactor  (BWR)  nuclear power stations is one of the 

critical  plant  automatic  control  functions.  In typical units, 
during  normal  load following, pressure is regulated by 
manipulation of the  turbine  admission valves [I]. Power 
output is controlled over a limited range  (about 25-35 
percent) by adjustment of the  reactor  recirculation flow. 
Control  rod  adjustments  are  made when larger power 
changes  are  required.  An  increased  generation require- 
ment would cause the  recirculation flow to  increase result- 
ing in an increased steaming  rate.  The  turbine admission 
valves would then  open in response  to  the  consequent 
increase in reactor pressure. For faster response  a feed- 
forward signal is frequently used to temporarily  adjust 
(lower, in the case of a  load  increase)  the pressure regula- 
tor set point. 

Pressure is regulated by the use of turbine bypass valves 
during  start-up as well as  during  and following rapid 
closure of the  turbine admission valves. The  latter would 
take  place  in  a variety of abnormal  situations calling for 
full or  partial  load  rejection.  The bypass valves admit 
steam directly into  the  condenser  as  illustrated in Fig. 1. 

A major control  loop which can significantly interact 
with pressure regulation is the  feedwater  control  loop 
which adjusts feedwater flow in  order  to  maintain  reactor 
water level within prescribed limits. Incoming  feedwater is 
directed  into  the  recirculation flow stream  thus causing 
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Fig. 1. Schematic of representative  boiling  water  reactor power plant. 

the  water  entering  the  core  to be subcooled. The degree of 
subcooling  affects  the  core energy balance  in  a fairly 
complex manner  thus  affecting  reactor  steaming  rate  and 
ultimately pressure. Lightly damped  oscillations between 
the pressure and feedwater  control  loops  can  be  trouble- 
some  particularly at low power levels. 

The  principal  mechanisms  through which the  dynamics 
of these control  loops  interact  are  associated with core 
reactivity phenomena [2], [3]. Roughly speaking,  the time 
rate of change of power level  is proportional to the 
product of power level and the  core power coefficient of 
reactivity. Reactivity can be affected by a  number of 
factors,  the most significant  from  a  control  point of view 
being control rod position and coolant void fraction.  The 
reactivity coefficient represents  the  fractional  net excess 
neutron  production over that necessary to maintain  the 
existing neutron  density or power level. At  equilibrium  the 
coefficient of reactivity is zero. A positive coefficient 
indicates  that,  on  the average, each  neutron  produced 
during  the fission process in  turn  produces more than  one 
fission destined  neutron, hence causing  the  neutron  den- 
sity, and consequently power, to  increase.  Insertion of 
control rods removes neutrons by absorption  thus lower- 
ing  the  coefficient. 

Since the energy range where the highest probability of 
fission exists is lower than  that of newly produced 
neutrons,  the coefficient of reactivity will be  increased by 
moderating (slowing down)  the high energy neutrons. A 
decrease  in  core  steam voids increases  the fluid density in 
the  core  thus  improving  the  fluid  moderating efficiency 
and consequently giving  rise to  an  increasing power  level. 
The void fraction of the  coolant  depends  upon  the  heat 
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transferred  from  the fuel, the  coolant flow rate (recircula- 
tion rate), the  coolant  core inlet temperature (or, equiva- 
lently, subcooling) and  the  reactor pressure. Heat flux 
depends principally on power  level and gives  rise to  a 
relatively high-gain negative feedback of power level 
through  the void fraction mechanism. This is referred to 
as the void reactivity feedback loop. 

Increasing  the recirculation rate or the subcooling  re- 
sults  in  a  decreased  coolant void fraction  and con- 
sequently  increased  power  level.  Recirculation rate is a 
primary  means  for regulating power  level in modem BWR 
direct cycle  power plants  as described above. Pressure 
effects on  power level through  the. void fraction 
mechanism are of three types: direct compression or ex- 
pansion of steam voids; change of the  saturation  enthalpy 
and therefore the subcooling; condensation of saturated 
steam or flashing of saturated water. The last is  by far the 
most significant. At  rated Dresden conditions, for ex- 
ample,  a  sudden 20 lb/in2 increase  in pressure would 
cause  about  a 10 percent  decrease in core void fraction 

As a result of this sensitivity, high quality pressure 
regulation is an essential ingredient of all aspects of BWR 
power plant  operation.  Fortunately, because of its impor- 
tance in all  forms of steam power production,  the technol- 
ogy of pressure control  in  such  applications  has developed 
to  a fairly sophisticated  state.  Heretofore,  the essential 
process dynamics of concern have  been associated with 
the valve actuator  and pressure vessel  mass storage. 
Although a simple  process on  the surface, a  number of 
subtleties do arise as described in [4]. In  modem, large 
scale BWR applications  a new  complication has been 
recognized. Because of the necessary  long length of steam 
leads  from  the  reactor vessel to the  turbine admission 
valves and bypass valves the piping dynamics  can become 
significant.  Field experience has  indicated  that otherwise 
desirable high-loop gains can  cause  sustained oscillations 
at frequencies near  the  acoustic  resonant frequencies of 
the  main  steam piping. 

In this paper  a model  is  developed for  the analysis of 
such pressure control systems and which includes a repre- 
sentation of steam pipe acoustic phenomena. It is  shown 
how  pipe dynamics  interact with other relevent process 
dynamics and how, under  certain  conditions, instabilities 
can  be  introduced by attempts to tightly regulate reactor 
pressure without  suitable  compensation  for acoustic be- 
havior. Current procedures for dealing with this problem 
are reviewed and the  limitations of these solutions are 
noted. 

The application of state  variable techniques to com- 
pensator design for this process is shown to lead to  a class 
of compensators  fundamentally  different from those de- 
veloped from classical considerations. It is  observed that 
in  certain  situations  there is the  potential  for very substan- 
tial performance  improvement; however, there is also  the 
danger of  !imit cycling in  the presence of excessive dead- 
bands. 

[21- 
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MODEL DEVELOPMENT 

In this section a model  is  developed for use  in the 
analysis of BWR pressure control systems. The overall 
configuration is illustrated in  Fig. 2. 

For the  purposes of presenting a  reasonably  compact 
and useful analysis of the essentials of pressure regulation 
a  number of simplifying assumptions  are made.  These 
include  the following. 

1) Pressure is uniform  throughout  the  reactor  steam 
dome  and  the contents are saturated  vapor  at  the reactor 
pressure. 

2) Reactor  evaporation  rate is constant. 
3) Steam dome volume  is constant. 
4) There is negligible energy loss in piping  either 

5) A linear model  is desired and suitable. 
The development proceeds by first considering an indi- 

vidual pipe section, then the overall pipe configuration 
(consisting of three pipe sections), and finally adding  the 
reactor and valve equations. After  completing the general 
model, advantage is  taken of the existence of a  natural 
division of time constants so that  a simplified model is 
obtained which can  be subjected to  detailed analysis. 

Pipe Section 

through  heat transfer or friction. 

Consider a section of pipe of length L and let x (0 < x 
< L )  denote displacement along  the length of the pipe. 
Each fluid particle is identified by its position x = X at 
time to. The displacement function x = X ( X ,  t )  denotes  the 
location of a fluid particle at time t which  occupied the 
position x = X at time tO. Similarly, the density and pres- 
sure of that particle are represented  by the  functions 
p ( X , r ) ,  p ( X , t ) .  The relative displacement function is de- 
fined as <(X, [ )=  X ( X , t ) -  X ,  and the relative velocity 
function is c ( X ,  t )  = a ((X3 t ) /  at. 

For  the purposes of providing a reasonably simplified 
analysis, the following assumptions  are  made. 

1) The flow  is isentropic. 
2) Density variations  are small (acoustic approxima- 

tion) 

p(X, t ) -p*=p*+(X, t ) .  @(X,t)<l. 

In this case, the relevent physical equations  are [ 5 ] :  

conservation of mass ~ 
- -+ 

conservation of 

- 
ax 

momentum a25  2 a+ 
-- 
a t 2  - -  - ax 

constitutive relation p ( X ,  t>  -p*  = p*c2+(x,  t )  

where c is the velocity of sound, defined  by 
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Fig. 2. Model schematic  and bond graph. (a) Schematic of process. (b) 
Word bond graph. (c) Bond  graph. 

Pipe Configuration 

The velocity and acoustic  parameter  distributions 
throughout  the  piping  arrangement  illustrated  in Fig. 2 
can be determined.  Note  that  the  boundary  conditions  are 
the  acoustic  parameter  (pressure) at the  inlet to pipe A 
and the  fluid velocities at the  outlets of pipes B and C .  

Let 

Then 

~.(X,,S)=G~(X,,~)~(L~,S)+~.(X,,S)@~(O,~), 
Equations (2) and (3) can  be  combined to yield i = A , B , C .  (12) 

At  the  pipe  junction,  the  appropriate  boundary  conditions 
1 a2t a2t =- O < X < L  ( 6 )  are 

c2 at2 ax2' @ A ( L A , S ) = ~ B ( O , S ) = @ C ( o , S )  

-- 

which  is subject  to  the following boundary  conditions. 

specified according  to  tion and continuity of mass. 

A, v A  (LA,s)=ABVB  (O,s)+Acj'c (0,s) (13) 

1) Pressure is specified at the  inlet, or equivalantly + is  which, respectively, represent  equal  pressure at the  junc- 

The  relations 

+o( t )  = (P(04 -P*>/p*C' (7) 1 a vi (Xi,  s) 
Q i ( X i , S )  = - - axi i = A , B , C  (14) 

are  obtained  from (2) by differentiation with respect to t .  

so that 

at 
ax -= -+o at X=O. (8) Denoting 

aGi   xi,^) a4 ( X i ,  s) 
2) Relative velocity  is specified at the outlet  boundary G ; ( x i , S ) =  ax, C( x,, s) = ax, (15) 

(12) can  be resolved to yield the  acoustic  parameter at the 
so that 

a t  _ -  
at 

- v l ( t )  at X =  L .  (9) junction 

@ A ( L A I S ) = { S + G ~ ( L ~ , ~ ) [ ~ ~ B ( O , ~ ) + ~ ~ ~ ( O , ~ ) ] } - '  
Taking  the  Laplace  transform of the time variable,  the 
velocity and  acoustic  parameter  distributions  are readily . { - G6(LA,s)[ aGB (0,s) vB (LB,s) 
obtained +pGc(o,s)v,(Lc,s) ] -F~(L~,S)@~(o,s)}  (16) 

where 

a = A B / A A ,  p = A c / A A .  

The velocity distributions  are  then given  by 
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V,(X,,S)=G~(X,,S)V,(L,.S)+F,(X~,S)@~(L~,S), 
i = B , C  (17) 

and acoustic parameter distributions can now  be obtained 
using (14). 

In the special case where LB< LA, LC, which is the 
common situation, the pipe junction acoustic parameter 
@A (LA,s) characterizes the  turbine  throttle valve pressure 
and the measured (controlled) pressure. With L, = 0 the 
following are obtained: 

GB ( O , S ) =  1 ,  FB (O,s)=O 

which lead to the equations 

@A(L,,s)={s+PG;(LA,s)FC(O,S)}-'{ -G~(LA,s) 

'[LYvB(LB,S)+PGC(o,S)vC(LCIS)l 

- F;(LAJ)@,(OJ)} (18) 
~ ~ ( ~ ~ ~ ~ ) = ~ ~ ( X ~ ~ ~ ) { ~ ~ g ( ~ ~ ~ ) + ~ ~ ~ ( ~ ~ ~ ) }  

+ F A  (xA,s)@A(O,S) 

V B  (0, S )  = VB ( L,7 S,  (19) 

Steam Valces 

For small perturbations in  valve area  and upstream 
pressure, fluctuation of flow through the valve  will depend 

These equations allow computation of the velocity and 
acoustic parameter distributions throughout the  system if 
the inlet acoustic parameter  and exit  velocity are given as 
functions of time. 

All that is actually required as outputs for interfacing 
with other system elements and for further analysis,  how- 
ever, are the  inlet  velocity and exit acoustic parameters. 
Thus, a suitable description of the system  is  given  by (18) 
above  along with 

~ ~ ( O , ~ ) = ~ G ~ ( O , ~ ) V , ( ~ , , ~ ) + P G , ( O , ~ ) G c ( O , s ) ~ c ( L c , ~ )  

+ F A  (o,S)@A(o,S)+PG, (o,S)FC (o>S)@,4(L,?s) (21) 

~ ~ ( L ~ . s ) = - - G ~ ( ~ ~ I s ) ~ ~ ( L ~ , s ) - ~ F & ( L ~ , s ) ~ , ( L A , s ) .  

(22) 

1 1 
S 

For illustrative purposes, further specialization to the 
case where a = p= 1 (equal pipe cross-sectional areas) is 
useful.  All  relevent behavioral characteristics are retained 
and the formulas are considerably simplified. Defining 
L = LA + LC, (18), (21), and (22) become 

( - e - f L . + e f L ~ ) ( e - , ~ + e ; ~ )  

( e - f L + e f L )  

, I 

(P,(L,,s)= - - 
2c V B  ( L B J )  

( - e - f ~ ~ + e f ~ ~ )  (e - :L .+e:L)  - _ _  vc (Lc,s) + @a,(O,s) (23) 
C (e-:'+ e:') (e-:'+ e;') 

The reactor is modeled by a mass balance applied to 
the steam space 

d 
dt (27) 

where V is the steam space volume, 11. the evaporation 
rate, and C, the absolute reactor exit  velocity. I t  is as- 
sumed that V and M' are  constant  and  that steam thermo- 
dynamic conditions are uniform throughout the steam 
space corresponding to saturated vapor at the reactor 
pressure P,(t). The constitutive relation to be used is 

- (p, V )  = bt' - &AA Er 

P, - P* = y (p, - p*), where y = (g ) (28) 

Using the definition +o= (P ,  - P * ) / p * c 2  and linearizing 
(27) about P*,  p*, cr* = w/p,*A, leads to 

sat vap at P" 

cr( t )  = V, (0, t ) .  (29) 

The process model can now  be  organized  in  the form of 
a block diagram as shown in  Fig. 3. The transer relations 
n, Z, and r can be identified by comparing Fig. 3 with 
(23H25). G, is the reactor transfer function Corresponding 
to (29). 
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Fig. 3. Process block  diagram. 

Simplified Process Model 

A meaningful and far less cumbersome  analysis  can  be 
conducted  in  a somewhat restricted  scenario. It  will be 
assumed  that  the main turbine valves are  shut so that 
uB(LB, t )  EO and steam flow passes only through  the by- 
pass valves.  Such a  situation would occur  during  start-up 
or following a  turbine trip.’ Moreover,  the analysis of this 
situation is not  fundamentally  different  from  the case 
where the  bypass valves are closed and all  steam passes 
through  the  turbine or the case where both sets of valves 
are  open. 

In  addition, it will be assumed that  the  reactor time 
constant is sufficiently large relative to the  piping re- 
sponse times that nu, IILc and l l o A  will be  subjected 
only to (relatively) slowly varying inputs  and  can  thus be 
approximated by their dc values. Similarly, only the 
slowly varying outputs of roA need be accurately  repro- 
duced since high frequency terms will be  filtered  out by 
the  reactor  transfer  function.  Consequently,  the following 
low frequency  approximations  are  made 

roAxl ,  nu=1, nLcxl, noAxo. 
The result reduced model is  shown  in Fig. 4. 

Pole-Zero Locations for Simplified Process Model 

Denoting  the  plant  transfer between the bypass valve 
area .?Jc (input) and measured pressure QA (LA,s )  by r(s) 
and using the  representation r i ( s )  = Ni(s ) /Di ( s )  the plant 
transfer  function is found  to  be 

The  location of the  plant poles depend upon the valve 
coefficient and satisfy the  relation 

Since Nr is a very small constant,  the “open-loop’’ zeros of 
(3 1) are only slightly different  from  the  roots of DrNLc = 0 

‘For the  analysis to be meaningful following a  turbine  trip  requires 
sufficient  bypass  capacity  to  begin with. 

Fig. 4. Block diagram of simplified  process model. 

and are  denoted “modified explain  piping zeros” and 
“modified  reactor pole” in  Fig. 5. The  “open-loop” poles 
of (31) are the poles of rLc plus the  reactor pole. The 
location of plant poles as Kc+ varies (positively) is shown 
in Fig. 5. Note  the presence of lightly damped  oscillatory 
modes  introduced by the pipe acoustics. 

The  plant zeros are  defined by 

Since Nr is a small constant,  the  plant zeros can  also be 
approximately  located with the aid of a  root  locus  plot as 
shown in Fig. 6. 

ANALYSIS OF THE CLASSICAL  COMPENSATOR 

Reactor  pressure is controlled  by  regulating  the 
measured  throttle  pressure @A (LA,s )  via manipulation of 
steam flow through bypass valves. The typical feedback 
control  arrangement is illustrated  in Fig. 7. Note  that 
dynamics of the valve drive  are  included.  The  control 
problem is to design a  compensator which will provide  an 
adequate  stability margin and small steady-state pressure 
errors. 

Pressure control systems which vary flow through  a 
valve  in order to regulate an upstream  pressure have been 
termed initial pressure control systems by Callan and 
Eggenberger in a  paper [4] in which  they present  a  de- 
tailed analysis of several different types of pressure con- 
trol systems in common use on  large  steam  turbines.  The 
analysis given in [4] assumes a very short  steam  lead  from 
the  primary  storage vessel (the  reactor in the  present case) 
to  the  regulating valve. In this case the valve inlet  pressure 
and the vessel pressure are  the same, and the  principal 
plant  dynamics  are simply the  storage  capacitance of the 
vessel  itself and the valve drive  dynamics. 

Callan and Eggenberger provide  an analysis of propor- 
tional,  proportional plus reset, and proportional plus par- 
tial reset (lag-lead compensation)  compensators.  They 
conclude  that  lag-lead  compensation is the most suitable. 
With  the simple proportional system, sufficiently high 
gain cannot be achieved to satisfy steady-state  error re- 
quirements  without  the system becoming  unstable.  The 
proportional  plus  integral  controller is rejected because it 
is unstable  for sufficiently low gain (as well as sufficiently 
high gain) and results in limit cycling in the presence of 
significant valve drive  dead-zone. 

Proportional plus integral and lag-lead compensation, 
with some  modification,  are  in  common use today [6], [7] 
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even when the steam leads are quite long. Fig. 8 illustrates 
the application of lag-lead compensation. If sufficient 
open-loop gain cannot  be achieved while maintaining a 
satisfactory stability margin a band rejection  filter can be 
added, as shown in  Fig. 9, to compensate for  the  first 
steam line acoustic resonance. In this  way  the open-loop 
gain can be increased while maintaining the desired stabil- 
ity margin. For the example system, an improvement of a 
factor of about three can be achieved. 

COMPENSATION BASED ON  STATE  VARIABLE 
METHODOLOGY 

pipe dynamics. Whether or not this constitutes a problem 
depends on the  source of potential  disturbances. A 
downstream valve  closure  may  not  directly  excite  these 
modes because of the  cancelling  effects of the pipe zeros, 
if the loop gain is sufficiently  high. On the other hand, if 
the loop gain must be limited to avoid  introducing 
acoustic instabilities such cancellation will not take place. 
In either case disturbances at the reactor end will  excite 
these modes. Pressure variations in  the reactor vessel can 
be initiated by changes in reactor power  level or changes 
in feedwater flow. The quenching effect of increased 
feedwater flow and the simultaneous sensitivity of flow to 
reactor pressure particularly at low  power  levels,  in addi- 
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contribute  to  a high water level trip  as  a  secondary effect 
following a  downstream valve closure (such  as  during  a 
turbine trip). It is known  that  increasing  the lag time 
constant too far in order  to  obtain  the  consequent  advan- 
tage in open-loop pressure regulator  gain  can result in 
very undesirable lightly damped  oscillations between the 
two control  loops. 

As a  result,  there is considerable  motivation for further 
refinement of the  compensator  in  order  to  increase  the 
speed of the  dominant  closed-loop modes while maintain- 
ing the  stability margins and steady-state  error coefficients 
already  achieved. Clearly, if further  performance improve- 
ment is to be attained by additional  trial and error modifi- 
cation of the  compensator, even more ingenuity will be 
required  than  has been applied  heretofore.  Alternatively,  a 
fresh approach will be attempted in  which a  compensator 
is designed  from  scratch using an  approach  based  on  state 
variable  methodology. 

a. 4- 

Fig. 9. Root locus with lag-lead and  band rejection compensation. 

dimensional  output  vector, u is an m-dimensional input 
vector and w is a  q-dimensional  random  bias  vector 
specifically introduced  to  characterize  external  distur- 
bances  or model inaccuracies.  The  bias noise Y is a white 
noise process having  zero  mean and covariance V,,(t).The 
limiting  case as V, vanishes is  of particular  interest. 

The design proceeds in three  distinct  steps: I) de- 
termination of the  nominal (or ultimate  state)  trajectory, 
2) design of the  state  variable  feedback  controller, and 3) 
design of the  state  and  bias  variable observer. Each  step 
employs a  subset of the  output  equations  as follows. The 
first  step employs the  output  equations 

y 1  = C , x  + F,w + D,u (34) 

with r =  dim(y,) < dim(u).  Under  appropriate  conditions 
the  outputs y ,  will be driven  to desired values ’7, in 
ultimate  state. In the  second  step,  a (possibly) different set 
of outputs is employed 

The Design  Process y 2  = C2x + F2w + D,u. (35) 

The  general  approach to compensator design taken 
herein is to make use of the  concepts of state  variable 
feedback and dynamic observers. A number of specific 
techniques  for  doing so have been  proposed.  The  particu- 
lar  procedure used is described in [SI, [9] and will only be 
briefly summarized below. Reset action and higher order 
control modes are  included in this method via the  artifice 
of augmenting the system with random  bias  variables. 

The  controller design is based on the model: 

i = A x + E w + B u  
\ i ; = z w + v  (33) 

y = C x + F w + D u  

where x is an n-dimensional  state  vector, y is a p -  

The  elements of y, represent all of those variables which 
are of concern  during  the  transient.  The  outputs selected 
as elements of y, and  the weights  given them in  the cost 
functional (if used as  described below) shape  the  char- 
acter of the transient  behavior of the system. The  third 
step, design of the  observer-estimator, utilizes a  third 
subset of the output  equations 

y, = C,X + F3w + D,u. (36)  

The  outputs  included  as  elements of the  s-dimensional 
vector y3 are, of course, only the  outputs to be  measured. 
It will be  assumed  that C3 and F, are of full  rank. 

The  objective is to steer the system so that Y ,  tracks  the 
desired value Ul while u varies moderately  about  the 
nominal value E.  With 7, specified,  the  appropriate values 
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of X, U are obtained by setting v=O in (33) to  obtain the The remaining  parameters  can now be  defined 
ultimate  state  equations: 

E=AX+  Ew+Bii 
w= Z W  

j j l =  C T + F w +  DE. p0 = e, P,,B; 

Solutions of the  form A =  [ I ~ + ~ - ~  - HTH, j - H,+H,I .  (43) 

T = x , p + x , w  Alternatively, H* can  be  defined  as follows. Select a  state 

E =  u,p+ u,w (38) feedback  gain  matrix S,  by any means,  which stabilizes 
the system 

are frequently  obtainable and  are sought by direct substi- 
tution  in (37). 

The  state  variable  feedback  gain matrix K can  be se- 
lected by any of several procedures such as minimization 
of a  quadratic  performance  index  or by  pole shifting. The 
control is then given  by 

u , = - M ~ , ,  l ~ = [ ~ ; - ~ ~ ,  - u 2 ]  
where 

A 
u ,  = u- u,y,, x ,  = a [ x - y , ]  (39) 

and f, is an estimate of x1 as defined  below. 
The  estimate f l  is  given  by 

= H * ( ~ , -  D,UJ + e,< (40a) 

L =(:Id ,B2)‘Z + ( H A  ,B2)’t:, c = - sz. 
Then, 

The 2n + q eigenvalues of the closed-loop  system in- 
clude  the q eigenvalues of Z associated with the bias 
variables w ,  the n stable eigenvalues corresponding to the 
closed-loop  system matrix A= A - BK, and the n + q - s 
eigenvalues of the observer matrix ;1AlB2. Moreover, a 
prescribed  degree of stability for the observer is attained 
by replacing A in (42)  by A I + aZ, or, in fact. the poles of 
AA,B,  can  be  arbitrarily positioned under general condi- 
tions by appropriate selection of S .  

i = (AA,O,) t+  ( h B , ) u ,  + (L~A,H*)(Y,-  D3uI) (40b) The Compensator  Formulation 

where the parameters are defined below. The following When (39) and (40) are resolved the equivalent corn- 
matrices  are  introduced pensator transfer relation is found to be 

A E  z]. H =  [HI I H z ]  = [ C 3  I F 3 ] ,  U ( s ) = - { I I s I - A I + [ Z - M H * D , ] - ’  

w w  
n + q - s  s -MB,Adj(sZ-A)Q}-’[ I -  MH*D,]-’ 

.M{Z(s~-~.(+B,Adj(sZ-S):IA,}H*Y(s) (45) 

where 

:io= [I,+,-, - H,*,H, - HIW,], 

uX = [ V, - V,F;( F3 VpF-J-’F3 V , ] .  (41) 

Since F, is of full rank  there is no loss in generality in 
assuming H ,  to be nonsingular. Define P,, to be the 
maximal solution of the  Riccati  equation: 

In the special case where  D, = 0 and U ( s ) ,  Y (s) are 
scalars this reduces to 

Now,  observe that 

IA I + a’Adj(A)b = IA +bdl 
P22(&4 162)’ + (lid 1 ~ 2 ) P Z Z  for any n x n matrix A and n-dimensional column vectors 
- ~ 2 2 ( H A 1 B 2 ) ’ ( F , ~ 2 / , F ~ ) - ’ ( H A , B 2 ) P 2 2 + A , ~  A b = O .  (42) CI and b. Consequently. the  compensator zeros are defined 
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by value for U,. In addition,  for this special case, the com- 

]SI- AI + M B , A d j ( s l - . ~ ) h A , H ‘ / ( M H * )  

=Isl-AAI[Z-H*M/(MH*)]821=0 (47) 

and the  compensator poles are given by 

IsZ-Al+MB,Adj(sl-A)Q 

= lS1 - A(A - B , M  )e,1 = 0. (48) 

Important Properties of the  Compensator 

Consider  the special case where n1= q = s and Z = Oqxq.  
As shown in [8], the  matrix 

will contain s zero eigenvalues. Thus,  the  compensator 
includes s zero poles and these, in fact,  correspond  to 
reset action  and  the  steady-state  error  in response to  a 
step  change in set point  or  a  step  disturbance will be zero. 

If E = O  and the specified degree of stability of the 
observer is  less than  the  natural degree of stability of the 
open-loop  system,  then Po will be zero  and 

A = [ Z / O ] ,  H - - - .  * - [ ; I  
In this case, A A  ,e2 reduces  to A and A ,H* = 0. Con- 
sequently,  the zeros of the  compensator will be the poles 
of the  open-loop system so that  the  compensator  attempts 
to precisely cancel  the  dynamics of the system. If a degree 
of stability is specified greater  than the natural  degree of 
stability of the system such  cancellation will occur only 
for those open-loop poles satisfying the  stability  con- 
straint. 

If, in the single input-single  output  case  there is no 
attempt  to  alter  the  natural  dynamics of the system, then 
the  state  feedback  matrix, K, is zero and 

M =  [o - u,], 
and the compensator poles satisfy 

l ~ l - A A , 8 ~ 1 -  U,CAdj(s~-AA,B2)~1B,B2=0. (52) 

With, E=O, a  stable  open-loop system and specification 
of zero degree of stability this can be written 

CAdj(sZ - A.)B 
- u2 JsZ-AI 

= 1. (53) 

Observe that  the  numerator  polynomial is the  numerator 
polynomial of the  open-loop system transfer and the  de- 
nominator  is  the  characteristic  polynominal of the  open- 
loop system. Moreover, since U, is a positive scalar (53) 
can be thought of as  defining  the  compensator poles  via a 
negative gain root locus. Moreover, as one of the com- 
pensator poles is at the  origin,  one of the  root loci must 
pass  through  the origin and will define  the  appropriate 

pensator  zeros  cancel  the  open-loop  poles  and  con- 
sequently  the  closed-loop  root locus is defined  by  [note 
(48) and (49)]: 

CAdj(sZ-A)B 
u2 lsZ-T41 = 1  (54) 

and  can be interpreted as a positive gain “undoing” of the 
results of the negative gain  process of (53). The  proper 
vaiue of U, in (54) will result  in  the  closed-loop poles 
located exactly in  the  positions of the  original  open-loop 
poles. 

The  special case considered  above is of interest  for two 
reasons. First,  it  provides insight into  the mechanisms at 
work in the design of compensators via the  state  variable 
formulation.  Second,  it provides a  solution  to  a very 
practical  problem: how to design a  feedback  control sys- 
tem  which  will precisely steer  the system output  to  any 
constant  desired  set-point  without  causing  deterioration of 
already  acceptable,  natural  dynamics of the process. 

The Pressure Regulator 

It is instructive to consider  the  case where no  attempt is 
made  to  alter  the  natural  dynamics of the process. Since, 
all the  conditions  prescribed  in  the previous section  are 
satisfied,  the  compensator zeros are  the process poles and 
the  compensator poles are  defined by the negative gain 
root locus of (53), as  illustrated  in Fig. 10. The  importance 
of this plot is that  it provides an indication of the signifi- 
cance of accounting  for  the  various  components of the 
dynamics of the process. Specifically, the  piping  dynamics 
can be approximated by a  first,  third,  fifth,  or higher odd 
order  dynamic model by progressively adding  representa- 
tions of higher order  acoustic  resonance effects. The com- 
pensator will attempt to cancel  each  natural  resonant pole 
with a  compensator  zero and replace it  by a  neighboring 
pole as  shown,  thus  introducing  a  band  rejection  filter  for 
each  harmonic. As would be  expected,  the higher the 
order of the resonance  the closer the  compensator pole is 
to the  natural pole. The  figure clearly suggests that  repre- 
sentation of the  fourth and higher harmonics is unneces- 
sary and  that  representation of the  first and second  is 
essential. 

Of critical  importance is the  placement of the  four 
compensator poles along  the  real axis. Essentially, these 
compensate  for  the  dynamics of the valve drive,  reactor 
storage and the  principal  mode of the piping. Although 
the higher order  piping  dynamics  influence  the precise 
positioning of these poles they do not  contribute to de- 
termination of the general configuration.  The pole at the 
origin is a  result of the design requirement of zero  steady- 
state  error with respect to  constant  disturbances.  Un- 
doubtedly,  the presence of a  compensator pole in  the 
right-half plane  warrants  deeper  consideration and will be 
discussed below. 
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Fig. 11. Compensation designed to preserve natural dynamics 

In the closed-loop, with the  ideal gain setting,  the poles 
will be restored to their original position, as shown in  Fig. 
11. Note  that  there  are now two sets of poles correspond- 
ing to  the  original process poles? These are  the closed- 
loop poles and also  the poles cancelled by the  compensa- 
tor  and which can be associated with the  dynamic  ob- 
server. 

Suppose now that it  is desired to  constrain  the closed- 
loop system to have time constants  no longer than two 
seconds.  This is easily accomplished by selecting  a  state 
variable  feedback gain matrix which  moves the  reactor 

possibly large, dimensional approximate process. 
’This discussion should be interpreted in terms of a finite, although 

pole only (this is the only violator of the  2 s constraint)  to 
- 0.5 and by specifiying a degree of stability of 0.5 for the 
observer.  Taking this approach  leads to a  compensator 
pole-zero pattern  and  a  closed-loop  root locus as shown in 
Fig. 12. These diagrams  illustrate  the  fact  that it is prin- 
cipally the  lag-lead dipole introduced by the  controller 
which compensates  for  the  reactor  storage volume, at least 
in the  range of speed requirements specified for  the ex- 
ample. 

Some Practical  Considerations for Implementation 

The essential novelty of the  compensator  described 
above is the presence of a pole in  the right-half plane. 
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Fig. 12. (a)  Compensaror  near-origin  pole-zero  pattern for “sped-up” 

system. @) Near-origin root l o c u s  for “sped-up’’  system. 
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Fig. 13. Implementation of state  variable  design compensation  (feed- 
forward is not shown, D, assumed zero). (a) General  structure. @) 
Transfer  matrix form. 

Through this mechanism  complete  rejection of constant 
disturbances  can be achieved  without  forcing  a pole to  be 
trapped  near  the origin by a  piping zero. On the  other 
hand,  such a device would probably  not become a  candi- 
date  for  consideration if the problem were approached 
classically since  the designer would anticipate  the need to 
construct  a  direct physical realization of the  compensator. 
Although the closed-loop system would be stable, the 
existence of an unstable  element in the  open-loop config- 
uration would cause  obvious problems. 

From  the  state  variable viewpoint, the  natural config- 
uration of the  controller embodies all of the  controller 
dynamics in a  stable observer. The  compensator  repre- 
sents  only an interpretation of the  controller which may 

be useful for  certain  types of analysis. Thus,  it is the 
well-behaved observer which. needs to be  constructed  and, 
consequently,  a  major  contribution of modern  state  vari- 
able  control  theory is that  it  expands  the class of com- 
pensators  available  for  consideration. A reasonable  con- 
figuration  for  implementation is illustrated in  Fig. 13. 
Note  that with the  loop  open  (manual  control)  the  con- 
troller  dynamics are those of the  stable  observer. Since the 
observer is continuously  tracking  the  plant  state and bias 
variables,  a  smooth  transfer  from  manual to automatic 
control  can be achieved. 

Although  the use of an  observer, as discussed above, 
avoids  the  major  obstacle  to  the  application of unstable 
compensators  there  are  other  important  considerations.  It 



738 

has been suggested, by way of example, [ 101 that unstable 
compensation can be partner to undesirable sensitivity 
characteristics. This has not been demonstrated to be 
generally true. However, unstable  compensation  does 
imply that the closed-loop  will be unstable for sufficiently 
low gain. Consequently, the possibility of limit  cycling 
induced by dead  bands in the sensor or valve drive 
becomes a factor of significance. It should be noted that 
in many existing  ‘‘classically’’ compensated systems. dead 
band  induced limit cycles  exist and  are tolerated so long 
as they are acceptably small. 

CONCLUSIONS 

A model has been developed for the  analysis of the 
effects of pipe acoustic phenomena on initial  pressure 
regulators of the type commonly used on BWR nuclear 
power plants. It has been shown how such pipe dynamics 
can  induce regulator instability for sufficiently high-loop 
gain. Moreover, it was noted that compensation of the 
first resonant  mode may permit a sizeable increase in loop 
gain for a given  stability margin and can result  in  satisfac- 
tory steady-state and transient performance. 

However, it was also observed that a pair of poles are 
trapped  near the origin  by pipe zeros when lag-lead com- 
pensation is used, with or without compensation  for 
acoustic resonance. The significance of this observation is 
that  interaction between the feedwater control loop and 
pressure control loop are very undesirable and such a 
condition is enhanced by the presence of these  sluggish 
modes. With the intent of improving this situation the 
design of a compensator based on  state variable metho- 
dology has been considered. It was  shown that such a 
compensator does, indeed, provide the  flexibility for im- 
proving the  closed-loop speed of response  while providing 
zero steady-state error. However, the compensator itself  is 
unstable thus raising questions of its practical suitability. 

It  has been pointed out  that the compensator, in actual- 
ity,  need not be built, but, alternatively, the appropriate 
configuration requires construction of a very  well-behaved 
dynamic observer. Moreover, in this configuration, the 
observer is always active and  provides “bumpless” 
transfer from manual to automatic control. There does 
remain the problem of limit  cycling  in  the presence of 
deadband. Application requires that  actuator and sensor 
deadbands  be sufficiently small that limit  cycle ampli- 
tudes will be acceptable. Again, it should be noted that 
such limit  cycling, although undesirable, is frequently 
tolerated in practice. 

Finally, the appearance of a compensator pole  in the 
right  half plane is a consequence of the unusual process 
dynamics which  places the dominant zeroes to the right of 
the dominant poles and the implicit control objectives 
which are: 1) to place the closed-loop  poles  in desireable 
positions. and 2) to maintain a reasonable tolerance on 
steady-state error. It is not fundamentally a question of 
state variable versus  classical  design nor is it a result of 
the specific requirement of zero steady-state error used 
herein. 
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Performance  Predictions for High Altitude 
Self-contained Satellite  Navigation  Systems 

Abstruct--This paper summarizes a study of self-contained  navigation 
system  accuracies  for high altitude  orbital  missions  projected through 
1985. It is  found  that  root-sum-square (RSS) satellite  position  errors as 
low as a few hundred feet are  obtainable  with  range  measuring  systems. 
Totally  autonomous,  nonradiating  systems  are  operationally  more  attrac- 
tive, and  some  promising candidates in this category give RSS position 
errors  from about one-half  to a few miles, depending on the  orbit. The 
extended Kalman filter and extensive Monte Carlo simulations are used as 
the  basic  analysis  tools.  Favorable  comparisons between covariance anaty- 
sis and Monte Carlo results are reported. Tme-average statistics are also 
found to provide  useful  figures of merit. 

I. INTRODUCTION 

SPECTS of the satellite navigation problem have A been investigated many times in the past.  Gunckel [ l]  
was one of the first, and this work  is often cited as  the 
origin of the now routinely used extended  Kalman filter- 
ing techniques. A sampling of these previous studies may 
be found in [2]-[8]. Additional references are listed in [9] 
and  many  more studies have  been documented only as 
company  reports,  such as [lo]. Some of the previous  work 
is limited for  one  or more of the following reasons. 

1) Important  error sources, especially model errors  are 

2) Only linearized covariance results are  presented. 
3) A single sensor type is studied. 
4) Orbit-dependent results apply to a  narrow class of 

orbits, with  low altitude  orbits most  common. 
When taken collectively, previous studies provide a 

fairly complete  answer to the  problem of satellite naviga- 

neglected. 
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tion  for  near-earth orbits. At high altitudes,  defined  here 
as  altitudes  in  the  range of 5000 to  about 60 000 nautical 
miles, considerably fewer results are available. These are 
contained principally in [8] and  [lo]  and they also suffer 
from  some of the  limitations  mentioned  above. 

At  high altitudes  the geometric scale, the  dynamic rates 
of change, and the relative importance of several phenom- 
enological problem variables are significantly different 
from  those at low altitudes. It has never  been demon- 
strated  that low altitude results can  be reliably extrapo- 
lated  to high altitudes.  This  paper summarizes an exten- 
sive study of high altitude navigation systems. The pur- 
pose of this study is to  determine  what types of navigation 
sensors are feasible for use in high altitude missions  which 
are  planned or projected  out to the  year 1985. Realistic 
estimates of system performance,  defined in terms of 
navigation accuracy and initial convergence time, are the 
principal  components used in  determining feasibility. 

Of necessity, this study considers an extensive set of 
candidate  navigation systems, a wide range of orbit 
geometry  (altitude,  eccentricity,  inclination),  realistic 
models for sensor errors and phenomenology effects, and 
several complementary  methods of obtaining measures of 
performance.  From  the wide spectrum of simulation re- 
sults, only representative examples and summary results 
are presented because of space limitations. A more exten- 
sive presentation of detailed results is contained  in [ 111. 

11.  STUDY METHODOLOGY 

The  method of evaluating system performance is direct 
Monte  Carlo  simulation.  The philosophy  which underlies 
all  simulations in this study is illustrated in Fig. 1, which 
is adapted  from [3]. The diagram divides into two parts. 
One part, sometimes called the message and observation 


